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City Vehicle Flow
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City Vehicle Flow
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Short-Term Traffic Flow Prediciton
…up to 1 hour in advance, with a resolution of 10 minutes. 
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Appendix
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Predictions On Representative Sensors



IMPACT OF DATA MISSING ON PRECISION

● Data missing is an inevitable problem when dealing with real 
world IoT sensor networks. Traffic sensors may suffer of 
problems such as detector malfunction and communication 
failure.

● The presence of missing data samples in making predictions 
(execution of the predictive model)may impact on the precision, 
up to make impossible to produce the prediction

● The approach of data imputation can be a valid option to 
produce surrogate data. 

● In this case it has been used an Hot-Deck imputation.
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IMPACT OF DATA MISSING ON PRECISION

11

• The robustness has been assessed 
on  the test dataset from 
10/02/2020 to 16/02/2020 
randomly setting to missing the 
Vehicle Flow of a percentage of the 
total dataset based on the missing 
rates chosen (10%, 25%, 50%, 75%) 
and then imputing the missing 
data.

• The imputation strategy proposed 
to handle missing data reports valid 
results for the missing rates of 10%, 
25%, 50%, 75% on all the 
representative sensors of the three 
clusters. 



CONV-BI-LSTM Architecture Proposed
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The defined CONV-BI-LSTM network is made up of 3 components:

● The first component is made up of a Convolutional 1-dimensional layer with 48 filters and a 
kernel size of 16, and a Max Pooling layer of 2x2 and stride equal to 1.

● The second component is the BI-LSTMs layers, in particular 6 layers with 32 units per layer 
and dropout of 0,25. 

● The last one is made of 3 fully connected layers with number of neurons of 32-16-1. The 
last one has a sigmoid activation to produce the prediction.

The used optimizer is Adam Optimizer with learning rate between 0.005 and 0.008. MSE was 
selected as the loss function to be monitored during optimization. The batch size has been 
set to 512 and the number of epochs was set to a maximum value of 1000, because the 
training strategy used the Early Stopping method with patience parameter set to 100 to 
determine the optimum epoch number minimizing the MSE of the validation set, restoring 
the weights of the best model at the end of the learning process.



Features
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• One of the goals of this work has 
been conquer a general 
understanding above the factors 
that are more relevant for 
predicting traffic conditions in 
the city. Based on the related 
works, a set of data composed 
of temporal variables, traffic-
related features, weather
information, and air pollution
has been considered.

Category Feature Description

Traffic

Trafplus

Vehicle Flow
Real number of vehicles recorded every

10 minutes

AverageSpeed Average speed of vehicles (Km/h)

Concentration
Number of vehicles in terms of road

occupancy (%)

DateTime
timeOfTheDay Time of the day {1, 144}

dayOfTheYear Day of the year {1, 366}

seasonality

dayOfTheWeek Day of the week {1,7}

Weekend 0 for working days, 1 else

Year The year of the observation

Temporal

Previous

observation’s

difference of the

previous week

()

the difference between the number of

vehicles in the observation day (d) at the

time slot t and the number of available

bikes during the previous time slot (t-1)

of the previous day (d-1)

Subsequent

observation’s

difference of the

previous week

()

the difference between the number of

vehicles in the observation day (d) at the

time slot t and the number of bikes

during the successive time slot (t+1) of

the previous day (d-1).
Previous week

observation

()

the number of vehicles of the previous

week (d-7) in the same time slot (t).



Features

14

• One of the goals of this work has 
been conquer a general 
understanding above the factors 
that are more relevant for 
predicting traffic conditions in 
the city. Based on the related 
works, a set of data composed 
of temporal variables, traffic-
related features, weather
information, and air pollution
has been considered.

Category Feature Description

Weather

Air Temperature
City temperature one hour earlier than

Time (°C)

Humidity
City humidity one hour earlier than Time

(%)

Pressure
City pressure one hour earlier than Time

(millibar mb)

Wind Speed
City wind speed one hour earlier than

Time (KM/h)

AirPoll

CO
Concentration of CO one hour earlier

than Time

NO2
Concentration of NO2 one hour earlier

than Time

O3
Concentration of O3 one hour earlier

than Time

PM10
Concentration of PM10 one hour earlier

than Time

PM2.5
Concentration of PM2.5 one hour earlier

than Time

Weather

Air Temperature
City temperature one hour earlier than

Time (°C)

Humidity
City humidity one hour earlier than Time

(%)



FEATURE CATEGORY IMPORTANCE ANALYSIS
● It has been performed a feature importance analysis using the CONV-

BI-LSTM model on the representative sensor of Cluster-1.
● The analysis calculated the MAPEs using all the features except the 

specific considered category excluding recursively  each single feature 
category

● The DMAPE is defined as the difference of  MAPE with respect to the 
minimum MAPE registered for the CONV-BI-LSTM such as:

Where: i = 1, …, number of categories-1 (all, except the traffic, for a total of 6). 
Categories with a higher DMAPE are the most relevant ones, since they do 
not cause larger differences / errors.
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FEATURE CATEGORY IMPORTANCE ANALYSIS
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• The feature category with the 
highest DMAPE is the DateTime 
followed by the Trafplus, and 
the Temporal feature category. 
Additional information on data 
seasonality for short-term 
prediction has been ranked 4th , 
ahead of Air Pollution feature 
category which in turn beats 
also Weather features



Clustering
• The clustering has been performed on the basis of 

the time trend H24, considering the normalized 
vehicle flow measures. 

• The optimal number of clusters turned out to be 3 
and it has been identified by using elbow criteria

• K-means clustering method has been applied to 
identify clusters

– The optimal number of clusters resulted to be equal 
to 3, and it has been identified by using the Elbow 
criteria 

17



Evaluation Metrics

•
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